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ABSTRACT

The stochastic gradient method plays a central role in large-scale statistical learning, where vast amounts of data and high dimensional models are employed. This method is, however, difficult to tune and several variance reduction methods have been recently proposed to address this problem. After motivating these methods, I will propose a new variant that enjoys improved learning properties. Numerical results on problems arising in text classification, speech and image recognition will be presented.
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