MCMC Methods for Dynamic Stochastic Optimization

ABSTRACT – Dynamic stochastic optimization generally suffers from the curse of dimensionality as state spaces grow exponentially in dimension and in the number of periods. Particle methods for filtering and smoothing, however, maintain a fixed number of states in each period and can converge to a posterior distribution using Markov Chain Monte Carlo methods. This talk will discuss how this approach can be applied in the context of dynamic stochastic optimization and conditions for convergence to an optimal solution.
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