ABSTRACT - Policy gradient methods are among the most effective methods for reinforcement learning. Despite their long history and extensive recent activities, their convergence properties are not well understood even in the fundamental setting of finite Markov decision processes (the tabular setting). In this talk, we introduce several progresses on understanding exact policy gradient methods in the tabular setting. First, we derive an improved sublinear convergence rate for the projected policy gradient method based on the notion of weak gradient-mapping domination. Second, we show that a general class of policy mirror descent methods, including the natural policy gradient method, enjoy a linear convergence rate without relying on entropy regularization. Finally, we draw connection between preconditioned policy gradient methods and the classical policy iteration method, and comment on possible superlinear convergence.
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