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Abstract:  

Neural networks are in wide use in cloud computing platforms.  This includes inference 
and training with the latter typically performed on programmable processors with 
multiply-accumulate (MAC) accelerator arrays (e.g., GPUs).  In many applications, it can 
be describable to train on an edge device or using energy efficient application specific 
circuits.  In this talk I will present some research results on application specific 
hardware acceleration methods for neural networks.  Pre-defined sparsity is a method 
to reduce the complexity of training and inference.  In contrast to pruning approaches 
which remove edges/weights during or after training, this approach sets a pre-defined 
pattern of sparse connection prior to training and holds this pattern fixed during 
training and inference.  This allows one to design the pattern of sparsity to match a 
specific hardware acceleration architecture.  We also consider Logarithmic Number 
Systems (LNS) for implementation of training.  With LNS, operations are performed on 
the log of the quantities and therefore multiplies are simplified to addition while 
additions are more complex in the log domain.  We present some preliminary results for 
LNS training and highlight ongoing challenges in applying this to larger, more complex 
networks.  In many of these approaches we borrow from the design and 
implementation of iterative decoders for digital communication systems. 
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