
 

Stochastic Compositional Optimization for Machine Learning 

 

Abstract: Optimizing functions which could be expressed as nested compositions of T functions in the 
stochastic setting arise naturally in several modern machine learning problems. Examples include 
distributionally robust optimization, adversarial training, classification with imbalanced datasets, model 
agnostic meta-learning and training graph neural networks. In this talk, I will discuss our recent works on 
developing efficient algorithms for solving the above class of stochastic optimization problems and its variants. 
First, I will present an algorithm, based on moving-average and linearization techniques, which has an optimal 
level-independent sample complexity of O_T(e^-4) to obtain an e-approximate first-order stationary solution 
under appropriate assumptions. The algorithm does not use mini-batches (and is hence applicable to the 
purely online setting), and is parameter-free. Second, I will present a projection-free version of the algorithm 
with similar sample complexities, suitable for solving constrained compositional optimization problems. 
Finally, I will introduce a novel bi-level version of stochastic compositional optimization problem and present 
an algorithm, along with the corresponding oracle complexity results, for efficiently solving this class of 
problems. This bi-level formulation will be used to conceptually and numerically illustrate the robustness 
benefits exhibited by deeper neural networks. 
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