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Abstract: 
Generative language models have advanced to a level where they can effectively solve a variety of open-domain tasks 
with little task specific supervision. However, the generated content from these models may still not satisfy the preference 
of a human user. The goal of the 𝑎𝑙𝑖𝑔𝑛𝑚𝑒𝑛𝑡 process is to remedy this issue by generating content from an aligned model 
that improves a reward (e.g., make the generation safer) but does not perturb much from the base model. A simple 
baseline for this task is best-of-N, where N responses are drawn from the base model, ranked based on a reward, and the 
highest ranking one is selected. More sophisticated techniques generally solve a KL-regularized reinforcement learning 
(RL) problem with the goal of maximizing expected reward subject to a KL divergence constraint between the aligned 
model and the base model. An alignment technique is preferred if its reward-KL tradeoff curve dominates other 
techniques.  
 
In this talk, we give an overview of language model alignment and give an understanding of known results in this space 
through simplified examples. We also present a new modular alignment technique, called controlled decoding, which 
solves the KL-regularized RL problem while keeping the base model frozen through learning a prefix scorer, offering 
inference-time configurability. Finally, we also shed light on the remarkable performance of best-of-N in terms of achieving 
competitive or even better reward-KL tradeoffs when compared to state-of-the-art alignment baselines. 
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