A Convex Reformulation of Rank-constrained Optimization Problems

ABSTRACT — Low rank approximations are desirable in many settings. We show that the problem of minimizing a linear or convex quadratic objective function of a matrix subject to linear constraints and an upper bound on the rank is equivalent to a convex conic optimization problem. The reformulation first represents the problem as a semidefinite program with conic complementarity constraints and then lifts the problem to give an equivalent convex conic optimization problem. The rank-sparsity decomposition problem falls within our framework.
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